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Abstract— Pansharpening requires the fusion of a low-spatial-
resolution multispectral (LRMS) image and a panchromatic
(PAN) image with rich spatial details to obtain a high-spatial-
resolution multispectral (HRMS) image. Recently, deep learning
(DL)-based models have been proposed to tackle this problem
and have made considerable progress. However, most existing
methods rely on the conventional observation model, which
treats LRMS as a blurred and downsampled version of HRMS.
This observation model may lead to unsatisfactory performance
and limited generalization ability at full-resolution evaluation,
resulting in severe spectral and spatial distortion, as we observed
that while DL-based models show significant improvement over
traditional models on reduced-resolution evaluation, their perfor-
mances deteriorate significantly at full resolution. In this article,
we rethink the observation model and present a novel perspective
from HRMS to LRMS and propose a pixel-wise ensembled
masked autoencoder (PEMAE) to restore HRMS. Specifically,
we consider LRMS as the result of pixel-wise masking on HRMS.
Thus, LRMS can be seen as a natural input of a masked
autoencoder. By ensembling the reconstruction results of multiple
masking patterns, PEMAE obtains HRMS with both spectral
information of LRMS and spatial details of PAN. In addition,
we employ a linear cross-attention mechanism to replace the
regular self-attention to reduce the computation to linear time
complexity. Extensive experiments demonstrate that PEMAE
outperforms state-of-the-art (SOTA) methods in terms of quanti-
tative and visual performance at both reduced- and full-resolution
evaluations. The codes are available at https://github.com/yc-
cui/PEMAE.

Index Terms—Deep learning (DL), image fusion, masked
autoencoder, multispectral pansharpening.

I. INTRODUCTION

UE to physical constraints [1] such as signal-to-noise
ratio and diffraction limit, it is difficult to obtain
high-spatial-resolution multispectral remote sensing (HRMS)
images. Instead, modern satellites, such as WorldView, Quick-
Bird, and GaoFen, can only acquire low-spatial-resolution
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Fig. 1. Comparison of observation models. Traditionally, LRMS is treated
as a blurred and downsampled version of HRMS. Thus, researchers usually
train a network ¢y by using LRMS as ground truth and LRMS|-PAN| as
inputs and then apply ¢s to LRMS. In contrast, this article treats LRMS
as a pixel-wise masked version of HRMS. We scatter the pixels of LRMS to
simulate the masking process and use MAE [2] to recover the masked images.
(a) Classical observation model. (b) Proposed observation model.
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Fig. 2. Comparison of training paradigms. Most DL-based models typically
use LRMS and PAN as inputs to obtain an estimation of HRMS directly.
However, in this article, LRMS is utilized to obtain multiple masked HRMS
through scattering. Subsequently, these various reconstructed images are then
integrated together to obtain an accurate estimation of HRMS. (a) Classical
training paradigm. (b) Proposed training paradigm.
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multispectral (LRMS) images and high-spatial-resolution
panchromatic (PAN) images. One way to acquire HRMS is
to use PAN to sharpen LRMS, known as pansharpening.
Traditional pansharpening methods leverage prior knowl-
edge to establish robust models and have been widely used
in practice. However, these methods are limited in highly
nonlinear mapping [3] and their strong assumptions are proved
to be unrealistic from the perspective of remote sensing
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physics [4], [5], which leads to potential spatial or spectral
distortion. In contrast to traditional methods, the recently
developed deep learning (DL)-based methods aim to learn the
optimal mapping from observations to the ideal fused HRMS
from a large number of samples [6] and have achieved the
state-of-the-art (SOTA) performance.

Due to the lack of HRMS, DL-based methods employ
Wald’s protocol [7] to produce simulated data to train networks
at reduced-resolution. Wald’s protocol requires blurring and
downsampling the LRMS-PAN pair to obtain LRMS|-PAN]
(J represents the operation of blurring and downsampling).
Then, DL-based models take LRMS| and PAN| as inputs and
regard LRMS as the ground truth, seeking the optimal mapping
from LRMS| to LRMS. The network parameterized with 6
learns a mapping ¢y, where ¢g(LRMS|, PAN|) — LRMS.
As a matter of course, it performs well in terms of metrics
computed at reduced resolution. However, when evaluating
at full resolution to get HRMS through the same network
©9 (LRMS, PAN), the result is not satisfactory. Besides, when
generalizing ¢y to new satellites for testing, existing DL-based
models exhibit significant degradation in performance at both
reduced and full resolutions, even inferior to traditional meth-
ods. This implies that these models fail to be interoperable, i.e.,
lacking satellite-agnostic capabilities. This is known as domain
shift, also referred to as a scale-related problem [3], [8], [9].

To address the aforementioned issues, this article made
modifications to the observation model and employed a
masked autoencoder as a reconstruction network, which sig-
nificantly enhanced the ability to generalize to full-resolution
and new satellites. The traditional observation model and
the training paradigm of existing models are built based on
Figs. 1(a) and 2(a), respectively, where LRMS is considered
as the blurred and downsampled version of HRMS and the
reconstruction network ¢y is designed to directly learn the
mapping from low to high spatial resolution. In contrast,
this article introduces a novel observation model to tackle
the performance gap caused by domain shift. As shown in
Fig. 1(b), LRMS is regarded as the result of applying a
pixel-wise mask to HRMS (we refer to this step as scattering)
and gathering the unmasked pixels. Based on this assumption,
the training paradigm is shown in Fig. 2(b), where pixel-wise
ensembled masked autoencoder (PEMAE) is proposed to
restore the masked HRMS. Different from vanilla MAE [2],
our PEMAE takes pixel-wise inputs instead of patch-wise
ones. Also, we modified the attention mechanism by intro-
ducing a cross-attention with linear time complexity to reduce
calculations. We employed ensembling because the unknowa-
bility of HRMS makes it impossible to obtain the subsampling
grids. In other words, the pixel positions sampled from HRMS
are not unique, which leads to multiple masked HRMS.
Different scatter schemes contain distinct spatial information
while preserving spectral information intact. By ensembling
the recovery results under various scatter schemes, we finally
obtain the estimated HRMS with rich spatial information
and comprehensive spectral information. The experimental
results show that the proposed mask-scatter-ensemble strategy
achieved better performance on both full-reference and no-
reference metrics, and generalized well to other satellites.
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In summary, our contributions can be summarized as the
following three points.

1) We provide a novel observation model from HRMS
to LRMS from the perspective of pixel-wise masking,
rather than simply blurring and downsampling. The
masking mechanism models real-world scenarios in a
more complicated manner. By ensembling the recon-
struction results of multiple masked HRMS, we can
obtain more robust results.

We propose a pansharpening network based on masked
autoencoder [2] with modified attention mechanism
to efficiently reconstruct masked HRMS, dubbed as
PEMAE. To the best of our knowledge, this is the first
work to introduce the pixel-wise masked autoencoder [2]
for pansharpening.

3) Extensive experiments verify that our model
achieves excellent performance at both reduced-
and full-resolution evaluations compared with other
SOTA pansharpening approaches, regardless of
visual effects, quantitative metrics, and generalization
abilities. The deployment codes, pretrained models,
and training logs are publicly made available at
https://github.com/yc-cui/PEMAE.

The remaining sections of this article are organized as fol-
lows. Section II provides a review on pansharpening, covering
both traditional and DL-based methods. Section III explains
the methods proposed in this article, including pixel-wise
masking restoration and ensembling sample spaces. Section IV
introduces the experimental setups. Section V presents a
detailed comparison of the experimental results and provides
an in-depth analysis of the experiments. Finally, Section VI
concludes this article and discusses future work.

2)

II. RELATED WORK

With the notable advancements in DL, the focus of pan-
sharpening research is shifting from traditional approaches to
deep models. This section provides a concise overview of the
relevant methods for pansharpening from both perspectives
and then introduces masked autoencoder [2].

A. Traditional Pansharpening Methods

Traditional approaches for pansharpening have been widely
used in practice, such as component substitution (CS), mul-
tiresolution analysis (MRA), and variational optimization
(VO). These methods do not require a large amount of data
for training but rely on reasonable assumptions, as well as
handcrafted feature extraction and fusion techniques based
on domain knowledge of pansharpening. In CS-based meth-
ods, HRMS is obtained by a projection-substitution [4], [6]
manner: LRMS is projected into a new space and the struc-
tural component is substituted with the PAN image. Typical
algorithms include intensity—hue—saturation (IHS) fusion [10],
principal component analysis (PCA) [11], Gram—Schmidt
adaptive (GSA) transform [12], and so on. MRA-based meth-
ods apply a multiresolution transformation to the PAN image,
extract high-frequency spatial information, and then inject it
into the upsampled LRMS to get HRMS. Commonly used
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algorithms include smoothing filter-based intensity modula-
tion (SFIM) [13], modulation transfer function generalized
Laplace’s pyramid (MTF-GLP) [14], [15], and so on. Since
the proposal of P 4+ XS [16], VO-based methods have gained
ever-increasing attention. VO-based methods consider the rela-
tionships between HRMS, LRMS, and PAN to extract priors
and formulate pansharpening as an optimization problem. Pals-
son et al. [17] utilized total variation regularization to address
the ill-posed problem inherent in the pansharpening process.
Vivone et al. [18] proposed a novel semiblind deconvolution
approach to estimate the blur filter. Sun et al. [19] intro-
duced a coupled temporal variation information estimation and
resolution enhancement model, which significantly enhanced
spectral fidelity. Although these algorithms are widely used in
practice, they are prone to spectral and spatial distortion due
to limited nonlinear capabilities of feature representation.

B. DL-Based Pansharpening Methods

DL-based methods for remote sensing image fusion [20],
[21], [22], [23], [24] have garnered significant attention with
the rapid development of deep neural networks. Characterized
by a vast number of learnable parameters, such method-
ologies necessitate extensive datasets for effective training.
PNN [25] is a pioneering work utilizing convolutional neural
networks (CNN5s) for supervised pansharpening. Subsequently,
Yang et al. [26] proposed PanNet and explored the impact of
different ResNet [27] structures. Following PanNet, a series
of CNN-based models were proposed, such as DCFNet [28],
GPPNN [29], HyperKite [30], and PGCU [31]. Due to the
limitations of the convolutional kernels, CNN-based models
cannot learn spatial structural features over large distances.
Consequently, several refinements to the kernels of CNN have
been proposed. CANConv [32] and KNLConv [33] employ
adaptive convolution to filter different regions using distinct
kernels, allowing for spatial adaptability. Compared to CNN,
Transformer [34], [35] utilizes the multihead self-attention
mechanism to effectively capture contextual information for
feature extraction. Therefore, many researchers have intro-
duced Transformer as the backbone in pansharpening. For
instance, DR-NET [36] used Swin Transformer [37] to extract
features and proposed two attention-based modules that allow
the model to focus on important information during recon-
struction. HyperTransformer [38] regarded LRMS and PAN as
queries and keys, respectively. This cross-attention mechanism
effectively integrates the spectral information from LRMS and
the spatial information from PAN. Other Transformer-based
methods include PanFormer [39], CTINN [40], and so on.
In addition to CNN- and Transformer-based approaches, gen-
erating more realistic and high-quality outputs using deep
generative models has also become popular. Most of these are
based on generative adversarial networks (GANs) [41], [42],
[43] and the recently emerging diffusion models [44], such as
MDSSC-GAN [45], HPGAN [46], PSGAN [47], PanDiff [48],
and DDRF [49].

Pansharpening is an ill-posed problem, and it may not be
reasonable [5], [50], [51] to solely rely on simple blurring and
downsampling to simulate the process from HRMS to LRMS.
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Excessive dependence on simulated data could introduce bias
when applied to real-world scenes. As a result, researchers
have started exploring network architectures that do not require
ground truth, i.e., unsupervised pansharpening. For instance,
Pan-GAN [5] utilized two discriminators to produce HRMS
that possesses both the spectral characteristics of LRMS
and the spatial information of PAN. PLRDIff [52] combined
the diffusion model [44] and low-rank matrix factorization
technique to improve the generalization ability. Z-PNN [50]
is a framework specifically designed to train the network at
the full resolution. A\-PNN [53] used a novel joint enhance-
ment of spectral and spatial fidelity loss to simultaneously
promote the spectral and spatial quality of pansharpened
images. Sun et al. [54] proposed an unsupervised 3-D tensor
subspace decomposition network for spatial-temporal-spectral
fusion. Besides these, other unsupervised models, such as
UCGAN [8], MetaPan [55], and UP-SAM [56], also achieved
better results at full-resolution evaluation. Despite consider-
able progress in unsupervised pansharpening, the observation
models from HRMS to LRMS in these methods still remain
conventional. According to the reported results, unsupervised
methods are still not competitive compared with supervised
ones.

Although these models achieve good performances on
full-reference metrics, they perform poorly when tested on
no-reference metrics or generalized to other satellites, due to
scale-related issues during training. In this article, we intro-
duce a novel observation model and a reconstruction model
based on MAE [2] to tackle these problems.

C. Masked Autoencoder

MAE is a scalable self-supervised learning model proposed
by He et al. [2]. The idea of MAE [2] is quite simple.
It takes masked images as inputs, encodes visible patches,
and then decodes the obtained latent representations along
with mask tokens to reconstruct the original images. The
encoder and decoder in MAE [2] are asymmetric. The encoder
incorporates a higher number of parameters, while the decoder
remains lightweight. This is because the training objective
is to obtain a powerful and robust encoder for downstream
tasks such as image classification and object detection. How-
ever, pansharpening needs more accurate reconstruction results
rather than generalized representations. Therefore, in our work,
we prioritize the decoder as the primary model in order to
achieve more precise restoration. The decoder, in comparison
to the encoder, is equipped with a greater number of heads
and a deeper layer. Although MAE [2] was initially introduced
for self-supervised learning, in this article, we integrate this
mask image modeling strategy into pansharpening and propose
PEMAE, and the experimental results have shown that the
proposed approach is highly effective. In the following, we will
unleash the potential of MAE [2] for pansharpening.

III. METHODOLOGY

The proposed PEMAE is shown in Fig. 3. In this section,
we first introduce the proposed novel observation model in
Section III-A and then elaborate on details of the pixel-wise
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(a) Overall framework of PEMAE. (b) Detailed block design in encoder and decoder. (c) Modified linear cross-attention. The dashed Proj,,, will be

used as a context embedding input to the subsequent cross-attention block. It is notable that although the network utilizes an ensembling strategy, it is still
trained using an end-to-end approach. Our design allows for straightforward control over the number of ensembled nodes by simply adjusting the parameter
N. Note that paths with the dashed line are optional. The data flow from ) and P to X’ (symbol definitions can be found in Section III-B) is given as follows:
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masking restoration and ensembling sample spaces operation
in Sections III-B and III-C, respectively.

A. Proposed Observation Model

Let Y € R"*C represent an observed LRMS image, where
C is the number of channels, and & and w are the height and
width, respectively. P € RW>*! represents the corresponding
PAN image of Y and X € R¥"*C is the HRMS image that
needs to be reconstructed. Let X € R¥WC represent the
estimated output of HRMS. Typically, traditional observation
models assume that LRMS is blurred and downsampled by
HRMS [29], [57], [58], which can be expressed as follows:

Y=DKX+N (1)
where D € R">*HW denotes a downsampling matrix and K
is a (low-passing) circular convolution matrix [29], which is
equivalent to the process of blurring. The variable N represents
unpredictable random noise. Most DL-based methods take
simulated Y as the input and learn the inverse process of
downsampling and blurring via a network ¢y with learnable
parameters 6. After obtaining the prediction X, the loss
is calculated with the ground truth X, and then, backward
propagation is used to optimize the parameters 6, which can
be formulated as

X =¢y(Y, P)

L =Loss(X, X). 2)
This process corresponds to Figs. 1(a) and 2(a). However,

this observation model and training paradigm suffer from poor

generalization ability. The performance of ¢ is notably subpar

when applied to full resolution or data from other satellites.

~  loss
X

~— X.

In contrast, the observation model proposed in this article
is formulated as

Y=GMKX)+N 3)

where M € REW*HW 5 a diagonal matrix, which represents
randomly masking pixels across the channel axis, and the form
of M is as follows:

m 0 0 0
0 my O 0

M = 0 0 ms 0 (4)
0 0 0 mgw

The diagonal elements of matrix M can only be either
Oorl,ie, m; € {0,1},i = 1,2,..., HW. The sum of the
diagonal elements in matrix M must be equal to hw, ie.,

f’:‘f M = hw. G(-) is a utility function used to gather
all nonzero rows. Pansharpening is an ill-posed problem,
indicating that it is impossible to determine the value of M.
From the perspective of our proposed observation model, (2) is
unreasonable because the abovementioned DL-based models
only have a single output, which means ¢y implicitly set
a single estimate for M, while in reality, M can take on
C;’I“{,V = (HW!)/((HW — hw)'hw!) different situations. This
observation model also explains why these networks have
poor generalization ability, as when conducting full-resolution
evaluation or testing on new satellites, M for the new data may
undergo significant changes, rendering these models unable to
adapt to the new data distribution.

To ensure that the model can adapt to any variations in the
mask matrix M when the data distribution changes, in this
article, our proposed solution is to employ an ensembling
strategy, i.e., randomly sampling multiple instances of M

Authorized licensed use limited to: ShanghaiTech University. Downloaded on March 10,2025 at 00:28:27 UTC from IEEE Xplore. Restrictions apply.



CUI et al.: PIXEL-WISE ENSEMBLED MASKED AUTOENCODER FOR MULTISPECTRAL PANSHARPENING

and aggregating the reconstructed results obtained under each
sampling mode. The process can be expressed as follows:

X = E[go(Su, (Y), P), 90 (Sw,(Y), P), ...,
9o (Sary (Y), P)]
L =Loss(X, X) ()

where E(-) represents ensembling its inputs and Sy, (-) is
the process of scatter Y under a random sampled M, (n =
1,2,...,N) to obtain a masked HRMS. N is the number
of masking patterns. This process corresponds to Figs. 1(b)
and 2(b). Sp, (-) is the inverse process of G(-), where G(-)
gathers unmasked pixels, while Sy, (-) randomly disperses
the pixels of Y. In (5), ¢y does not need to estimate the
mask matrix implicitly because we utilize a random policy to
explicitly generate multiple masks. This allows the network
to overcome the limitation of being confined to only one
pattern of M, thereby enhancing its generalization ability.
Since the proposed observation model involves masked image
reconstruction, we adopt a masked autoencoder [2] as the
reconstruction network ¢y. In the following, we will elaborate
on details of the process of scattering and ensembling.

B. Design of PEMAE

Based on the proposed observation model and the preceding
analysis, this article introduces PEMAE to reconstruct the
masked HRMS.

1) Overall Architecture: The overall architecture of
PEMAE is depicted in Fig. 3(a). Vanilla MAE [2] aims
to extract high-level semantic features and thus designs the
encoder more heavily. However, pansharpening is a low-level
pixel restoration task focusing on minimizing reconstruction
error, and thus, we have designed the decoder with a greater
capacity. Fig. 3(b) illustrates the detailed design of the blocks
within the encoder and decoder. Different from the original
vision transformer (ViT) [35] block, to enhance the integration
of information between the two distinct modalities of PAN and
LRMS, we employ a two-step attention mechanism. Initially,
cross-attention is utilized to enhance the interaction between
the two modalities. In this process, the LRMS embeddings
serve as queries and the PAN embeddings act as keys and
values, facilitating spatial matching between LRMS and PAN.
Subsequently, self-attention is applied to further fuse the
information and refine the spectral integrity.

Due to the pixel-level masking operation, the sequence
length varies directly with the number of pixels. Per-
forming self-attention on thousands or even millions of
sequences becomes impractical and unbearable in terms of
time and memory consumption. PEMAE modifies the original
self-attention mechanism that is quadratically proportional to
the sequence length into a linear attention mechanism, thereby
addressing computational efficiency concerns. Specifically,
we adopted focused linear attention [59] with some necessary
modifications to achieve efficient computation on extremely
large sequences. Fig. 3(c) displays the modified linear cross-
attention, with detailed specifics provided in Section III-B3.
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2) Mask and Scatter: As depicted in Fig. 3(a), LRMS
undergoes a masking operation before entering the encoder.
Upon reaching the bottleneck before the decoder, extracted
features are scattered using N different schemes to model
various spatial relationships. Multiple decoder outputs are
generated through these schemes, which are subsequently
ensembled. In our initial design, LRMS served as the sole
input to the encoder, while PAN was introduced as an
additional input at the bottleneck. However, experimental
results revealed suboptimal performance with this config-
uration. Simultaneous input of LRMS4 and PAN at the
bottleneck yielded superior model performance. Therefore,
optional LRMS41 and PAN| paths were incorporated to
explore the optimal embedding input, as depicted by the
dashed arrows in Fig. 3(a). Further ablation experiments are
elaborated in Section V-DI1.

During model training, the original LRMS imagery serves
as a reference, with the objective of reconstructing the LRMS
from the masked version. It should be noted that mask-
ing the LRMS is infeasible during full-resolution inference.
Consequently, the masking step is omitted in full-resolution
inference, and the LRMS is employed directly as the input to
the encoder. After obtaining the embedded features of masked
LRMS, the next step is to scatter ¥ to get a masked version
of HRMS in the bottleneck, i.e., the process of Sy, (Y). With
abuse of notations, we use calligraphic typeface to represent
the tensor shapes of the aforementioned X, X ,Y, and P in
the neural network, namely, X € RI*WxC F ¢ RHxWxC
Y e R™>w*C and P e R”*W_ Note that for simplicity, ) is
assumed to be an embedding that has been masked, gathered,
and extracted by the encoder, i.e., fused tokens, as shown
in Fig. 3(a). The scattering process is given as follows.
Suppose that we have a zero matrix X,, and its shape is
the same as X’

X, =0. (6)

For every pixel position (i, j) in ), we sample its position
index (p, q) in X,

p~Uli xs,i Xxs4+5)
q~U[jxs,jxs+s) @)

where U represents sampling from a uniform distribution of
discrete integers within its given interval. s is the scale factor,
i.e., the scale ratio of the spatial resolution between HRMS
and LRMS. Note that we assume that an HRMS image is
uniformly masked, and thus, (7) restricts the sampling grids
to the nearest neighbor sampling pattern. After sampling the
position index, the next step is to assign a value to X,

X,(p,q) < VG, j). (8)

The scattering mechanism is similar to the inverse of nearest
neighbor downsampling. It restricts the pixels in ) at position
(i, j) to s* grids in X corresponding to the same location.
Fig. 4 displays the scattering process, and by repeating this
process, we obtain {X}, &>, ..., XN~} under different M’s with
unique spatial information. For X, it will be sent to the
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decoder of PEMAE

X, = Decoder (fn 77). )

Up to this point, we have obtained the reconstructed X,
from &, which is one estimate of X.

3) Efficient Computation: The computational complexity
of the decoder in ViT [35] used by the naive MAE [2] is
quadratical to the sequence length. The attention operation is
given as

Attention(Q, K, V) = Softma (QKT> \% (10)

i , K, X i

where Q € RAWxd g e RHWxd apnd vV e R¥W*4 denote
keys, queries, and values, respectively; HW is the pixel counts
of X; and d is the dimension of the input vector. In (10),
the computational complexity is approximately O(2H?>W?d),
including O(H?>W?d) from QKT, and O(H?W?d) from
Softmax(-)V. To reduce the computation, we employ the
focused linear attention proposed in [59] to replace the naive
attention. The idea of focused linear attention is to break
the computation constraints brought by Softmax(-), which
traditionally requires a quadratic number of computations with
respect to the sequence length. The modified linear attention
is shown in Fig. 3(c). To effectively approximate the softmax
function while maintaining a linear time complexity, given a
feature vector x € RY, a focused function ¢, 1s introduced as

¢,(x) = f,(LeakyReLU(x)) (11)

where f,(x) = ([|lx])/(Ix?])x? is a mapping function to
adjust the direction of feature vectors, x” represents the
element-wise power p of x, ||x|| is the norm of x, and p is a
focused factor to enlarge the distinguished difference between
similar query and key pairs. The similarity between query Q;
and key K is then computed as

Sim(Q,', Kj) = ¢p(Qi)¢p(Kj)T'

By decomposing Softmax(-) into ¢,(-), the alternative atten-
tion can be expressed as

Attention(Q, K, V) = ¢,(Q)¢,(K)"V.

12)

(13)

However, (12) cannot produce sharp distribution as the original
Softmax(-) due to the low rank of the attention matrix. Thus,
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to increase the rank and restore the sharp attention, a depth-
wise convolution (DWC) is applied to the value V as follows:

Attention(Q, K, V) = ¢,(Q)¢,(K)TV + DWC(V). (14)

The additional DWC layer increases the effective rank of
the attention matrix, thus restoring the diversity of the output
features. Note that in [59], ReLU activation is used to enhance
expressive capability and inhibit unimportant features. How-
ever, the use of the ReLU activation function in pansharpening
can result in suboptimal outcomes due to its tendency to
produce a large number of zero activations, which can hinder
the convergence of the network. Thus, we employ LeakyReLU
as an alternative activation function to adequately capture the
complex relationships between LRMS and PAN.

C. Ensembling Sample Spaces

Because scattering is a random operation, the reconstructed
result from A&}, only contains unique spatial information asso-
ciated with its scatter scheme, as shown in Fig. 4. This
process with inherent uncertainty leads to multiple random
mask results. Due to variations in the masked pixels, the
reconstructions obtained from different masked images contain
diverse spatial information. The reconstructed A&, from a
single scatter scheme is not accurate since it is impossible
to make sure whether the pixels of ) after scattering are in
the true positions of X. Thus, to enhance the stability and
precision of the final model and capture a more comprehensive
representation, this article employs an ensembled strategy.

Specifically, we propose to use multiple scatter schemes for
ensembling to obtain HRMS combining a variety of different
spatial information modes. As shown in Fig. 3(a), we obtain
{X1, X3, ..., X} in the bottleneck after N scatter schemes.
After each &, undergoes reconstruction, {22' I, X 2y, X N}
are obtained as the estimation of X. They are concatenated
together by the channel axis and sent into the ensembling
model E(-) to get X. The ensemble model E(-) in this article
is quite simple, which only contains three layers of residual
block [27] for convolution operation. The cross-attention in
PEMAE has already done most of the reconstruction work
and there is no reason for a more complex ensembling
model.

D. Relationship Between PEMAE and MAE

Our proposed PEMAE is fundamentally rooted in MAE [2].
However, PEMAE distinguishes itself through several inno-
vative modifications tailored to the specific demands of
pansharpening. The primary differences are given as follows.

1) Our approach introduces an ensemble mechanism specif-
ically crafted for the observation model proposed in this
article. Contrary to the vanilla MAE [2], which presumes
a priori knowledge of the position of masked patches
during the restoration, we employ random scattering to
recover masked HRMS by sampling multiple possible
positions.

Different from the single-image modality input of vanilla
MAE [2], PEMAE incorporates the dual modalities of
LRMS and PAN imagery. Therefore, distinct inputs were

2)
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Visual comparison on WorldView-2 at reduced resolution. Please zoom in for best view.

devised for the encoder and decoder to investigate how
these two modalities influence the reconstruction results.
In order to learn semantic-level information, vanilla
MAE [2] chooses a patch size of 16 x 16 and explores
the influence of the mask ratio through fine-tuning
and linear probing. In contrast, the patch size of the
PEMAE proposed in this article is set to pixel-level
which is 1. This is because pansharpening is a low-level
vision task of pixel reconstruction, which requires each
pixel to be accurately reconstructed. Besides, the mask
ratio is fixed and related to the ratio of high to low
spatial resolutions, which is constrained by the task
specification.

To address the issue of inadequate feature fusion
and excessive computational demands, we introduced
cross-attention and modified linear attention mecha-
nism in the encoder and decoder blocks of PEMAE.
Within the linear attention mechanism, we opted
LeakyReLU activation function over ReLU to enhance
the model’s ability to capture complex patterns.
In addition, we substituted standard convolutions
with deformable convolutions (DCNs) [60] for fea-
ture projection, thereby further enhancing the model’s
capacity for representation and improving the overall
performance.

IV. EXPERIMENTAL SETUPS
A. Datasets and Implementation Details

We use the large-scale NBU_PansharpRSData'
datasets [6] to evaluate the performance of all models.
NBU_PansharpRSData contains LRMS-PAN image pairs
collected from diverse satellites, which encompasses a wide
variety of land uses and land covers. Each training pair
comprises one LRMS image measuring 256 x 256 pixels
and one PAN image measuring 1024 x 1024 pixels. In this
article, we validate our proposed method using GaoFen-1,
WorldView-2, WorldView-3, and IKONOS data, including
both reduced- and full-resolution validations, as well as
cross-sensor generalization testing (assessing the performance
of models trained on source satellite imagery when applied
to target satellite data).

Although the proposed model is trained in a supervised
manner, we do not rely on Wald’s protocol [7] to construct
the training pairs. The original MS image still serves as
an HRMS reference. However, the model does not receive
the downsampled MS and PAN images as input. Instead,
as depicted in Fig. 3, the MS image is randomly masked,
and the nonmasked pixels are used as encoder inputs. The
PAN image is linearly projected to an embedding of the same

Uhttps://github.com/starboot/NBU_PansharpRSData
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Fig. 6. Visual comparison on WorldView-3 at reduced-resolution. Please zoom in for best view.

size as HRMS before being fed into the decoder. Consistent
with the proposed observation model, the masking strategy
enables reconstructing the original image from a diverse
subset of pixels, thereby effectively mitigating the information
loss typically associated with downsampling solely based on
Wald’s protocol [7].

The network architecture is implemented with PyTorch
version v2.0.1. We use the AdamW [65] optimizer (with
B = 0.9 and B, = 0.999) to update the weights of the
network iteratively. The network is trained with a learning
rate of 0.001 until convergence. During training, other than
the mentioned parameters, all the hyperparameters are set
to the same values as provided by the official MAE [2]
implementation.> All experiments were conducted using an
NVIDIA GeForce RTX 4090 D with 24 GB of memory.
Codes, pretrained weights, and training logs are available at
https://github.com/yc-cui/PEMAE.

B. Comparative Methods

We compare the proposed PEMAE with several competitive
methods containing nine commonly recognized traditional
methods, including Brovey [70], IHS [10], SFIM [13],
GS [71], MTF-GLP-HPM [62], GSA [12], CNMF [61],

Zhttps://github.com/facebookresearch/mae

TABLE I

DL-BASED COMPARATIVE METHODS. SL: SUPERVISED LEARNING.
UL: UNSUPERVISED LEARNING

Model Type Published in  Year
PanNet [26] SL Iccv 2017
FusionNet [63] SL TGRS 2021
GPPNN [29] SL CVPR 2021
MDCUN [66] SL CVPR 2022
PGCU-PanNet [31] SL CVPR 2023
S2DBPN [67] SL TGRS 2023
UAPN-B [68] SL TGRS 2023
UTSN [69] SL TGRS 2023
Pan-Mamba [64] SL ECCV 2024
Z-PNN [50] UL TGRS 2022
A-PNN [53] UL TGRS 2023

TV [17], and FE-HPM [18]; and 11 SOTA DL-based meth-
ods, including PanNet [26], FusionNet [63], GPPNN [29],
MDCUN [66], PGCU [31], S?DBPN [67], UAPN [68],
UTSN [69], Pan-Mamba [64], Z-PNN [50], and A\-PNN [53].
The traditional methods are from the benchmark toolbox? [72],
[73]. The DL-based methods are listed in Table I. SL refers

3https://github.com/liangjiandeng/DLPan-Toolbox
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Fig. 7.  Visual comparison of results generated by representative methods to test the generalization capability on the WorldView-3 satellite at reduced
resolution. The DL-based models are trained using WorldView-2 data. Please zoom in for best view.

to supervised learning, where models are trained on labeled where C is the number of bands; H and W are the height
data following Wald’s protocol [7]. UL refers to unsupervised and width of the inputs, respectively; and A/and B; are
learning, where models are trained at full resolution without the actual and predicted values for the jth pixel in the
ground-truth labels. ith band.

2) The CC metric measures the geometric similarity

between two signals and is defined as
C. Evaluation Metrics

where C, H, and W are the number of bands, height,
and width of inputs, respectively; and (4, calculates the
mean value of the ith band of A.

3) The PSNR metric measures the ratio between the max-
imum possible power of a signal and the power of
corrupting noise that affects the fidelity of the signal.
It is calculated using the formula

For quantitative comparisons, the mean absolute error c HW (7j i
. . . 1 21;1 (A,' MAi) (Bi MuB )

(MAE), the erreur relative globale adimensionnelle de syn- CcC = — Z
these (ERGAS) [7], the peak signal-to-noise ratio (PSNR), and C = HW [y ) 2 —HW (o) 2
the correlation coefficients (CCs) are employed as reduced- \/E j=1 (Ai - ILA,) > j=1 (Bi - MB,)
resolution metrics. The quality without reference (QNR) and (16)
its two components, including spectral distortion index Dy
and spatial distortion index Dy, and the correlation distortion
index D, [74] are employed as no-reference metrics, which
will be evaluated at full resolution. For qualitative evaluation,
the reconstructed images and the error heatmaps are provided
for visual comparison.

1) The MAE metric measures the average magnitude of the
errors between the predicted and the actual values. It is
defined as

C HW C 2
1 1 ; i 1 max(B;)
MAE= =3 S [l Bl a3 PSNR = — ™ 1010g, [ — X B0 17
C ; HW ; c z:; °¢0\ RmsEa,. By ) 7
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Fig. 8. Visual comparison of results generated by representative methods to test the generalization capability on the IKONOS satellite at reduced resolution.
The DL-based models are trained using WorldView-3 data. Please zoom in for best view.

TABLE I

COMPARISON RESULTS WITH SOTA METHODS AT REDUCED RESOLUTION. COLOR CONVENTION: THE BEST AND SECOND BEST AMONG ALL
ALGORITHMS. |: LOWER IS BETTER. 1: HIGHER IS BETTER

WorldView-2 WorldView-3 IKONOS GaoFen-1
Model MAE|  PSNRT cCct ERGAS| MAE| PSNR?T ccr ERGAS| MAE| PSNR?t cCr ERGAS| MAE| PSNR?T cCt ERGAS|
Brovey [70] 0.0190 32.17 0.8911 5.703 0.0242 29.70 0.8787 6.118 0.0130 35.44 0.8592 2439 0.0159 34.29 0.7638 2314
IHS [10] 0.0200 32.07 0.8863 5.797 0.0251 29.62 0.8769 6.288 0.0132 3532 0.8552 2.508 0.0162 3443 0.7483 2.424
SFIM [13] 0.0209 30.84 0.8625 6.674 0.0266 28.41 0.8590 7.187 0.0126 34.98 0.8997 2.568 0.0154 3421 0.8478 2.439
GS [71] 0.0186 32.38 0.8995 5.502 0.0236 29.95 0.8950 5.984 0.0120 35.94 0.9130 2314 0.0164 3391 0.8012 2.540
MTF-GLP-HPM [62]  0.0239 29.02 0.8510 8.774 0.0304 26.96 0.8517 8.909 0.0146 33.56 0.8884 2.997 0.0178 32.74 0.8173 2.841
GSA [12] 0.0172 32.56 0.9048 5.331 0.0223 29.88 0.8968 6.025 0.0105 36.72 0.9224 2.151 0.0148 34.17 0.8627 2.287
CNMF [61] 0.0169 32.75 0.9090 5218 0.0222 30.00 0.8986 5.968 0.0107 36.58 0.9193 2.142 0.0120 36.23 0.8881 1.906
TV [17] 0.0238 30.13 0.8650 7.104 0.0295 27.74 0.8588 7.625 0.0165 3327 0.8762 3.070 0.0180 32,99 0.8145 2.728
FE-HPM [18] 0.0189 31.26 0.8973 6.572 0.0247 28.74 0.8922 7.075 0.0116 35.74 0.9239 2.351 0.0151 34.34 0.8685 2.389
PanNet [26] 0.0153 3342 0.9195 4912 0.0191 31.51 0.9243 5.013 0.0087 38.12 0.9448 1.828 0.0065 41.17 0.9623 1.105
FusionNet [63] 0.0124 35.03 0.9429 4.082 0.0152 33.16 0.9480 4.078 0.0077 38.89 0.9541 1.670 0.0054 42.90 0.9722 0.927
GPPNN [29] 0.0127 34.82 0.9401 4.184 0.0158 32.86 0.9444 4.194 0.0083 38.45 0.9476 1.752 0.0067 41.03 0.9581 1.144
MDCUN [66] 0.0145 33.61 0.9225 4.806 0.0180 31.48 0.9246 4.946 0.0090 37.59 0.9373 1.920 0.0077 39.12 0.9418 1.377
PGCU [31] 0.0134 34.34 0.9358 4.384 0.0168 32.36 0.9386 4.402 0.0092 37.63 0.9401 1.901 0.0078 39.47 0.9453 1.332
S2DBPN [67] 0.0144 33.89 0.9268 4.647 0.0196 30.84 0.9147 5.394 0.0089 37.96 0.9431 1.851 0.0076 39.76 0.9490 1.285
UAPN-B [68] 0.0162 33.12 0.9151 4.966 0.0222 30.03 0.8924 5.721 0.0116 35.62 0.8980 2.410 0.0077 39.50 0.9468 1.316
UTSN [69] 0.0121 35.42 0.9484 3.894 0.0152 33.29 0.9497 3.968 0.0084 38.48 0.9472 1.735 0.0071 40.29 0.9531 1.217
Pan-Mamba [64] 0.0150 32.88 0.9083 5.233 0.0163 3231 0.9393 4.455 0.0085 37.97 0.9440 1.840 0.0046 44.38 0.9801 0.785
PEMAE(ours) 0.0106 36.63 0.9606 3.389 0.0134 34.32 0.9598 3.510 0.0067 40.23 0.9639 1.469 0.0044 44.90 0.9811 0.758
where RMSE is defined as 4) The ERGAS metric provides a comprehensive assess-

ment of the quality of a fused product and is given by

HW C 2
1 Coi\? 100 | 1 RMSE(A;, B)
i _ Rl e e
RMSE = , | — j§= (Al B,) . (18) ERGAS = — | = ‘E_l . (19)
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TABLE III

GENERALIZATION COMPARISON WITH SOTA METHODS AT REDUCED RESOLUTION. COLOR CONVENTION: THE BEST AND SECOND BEST AMONG ALL
ALGORITHMS. |: LOWER IS BETTER. 1: HIGHER IS BETTER
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WorldView-2 — WorldView-3

WorldView-3 — IKONOS

IKONOS — GaoFen-1

GaoFen-1 — WorldView-2

Model
MAE| PSNRfT cCr ERGAS| MAE| PSNR? ccr ERGAS| MAE| PSNR?T ccr ERGAS| MAE| PSNR?T cCt ERGAS|
PanNet [26] 0.0210 30.57 0.9077 5.594 0.0108 36.20 0.9197 2.284 0.0122 35.52 0.8903 2.015 0.0221 30.48 0.8246 7.003
FusionNet [63] 0.0193 31.19 0.9227 5.186 0.0276 29.69 0.8703 4.526 0.0155 3391 0.8890 2.310 0.0244 29.66 0.7844 7.608
GPPNN [29] 0.0203 30.81 0.9199 5.393 0.0327 28.73 0.8462 5.137 0.0241 30.72 0.8587 3.131 0.0305 27.56 0.7902 10.30
MDCUN [66] 0.0200 30.60 0.9081 5.504 0.0154 3391 0.8810 2.975 0.0118 35.87 0.8905 1.932 0.0228 29.88 0.8096 7.344
PGCU [31] 0.0228 29.80 0.9164 5.829 0.0418 26.60 0.8433 7.018 0.0285 30.31 0.8058 3.633 0.0332 27.29 0.7695 9.180
S2DBPN [67] 0.0247 29.32 0.9061 6.194 0.0337 28.50 0.8611 5.525 0.0203 31.78 0.8991 2.725 0.0257 29.41 0.8244 8.026
UAPN-B [68] 0.0211 30.66 0.9100 5.412 0.0113 35.96 0.9065 2.279 0.0095 37.55 0.9191 1.716 0.0229 30.05 0.8085 7.265
UTSN [69] 0.0226 30.09 0.9112 5.711 0.0386 27.37 0.8137 6.169 0.0304 29.41 0.8138 3.977 0.0427 24.66 0.7440 14.55
Pan-Mamba [64]  0.0202 30.32 0.9023 5.713 0.0153 33.74 0.8512 2.960 0.0075 39.41 0.9461 1.335 0.0226 29.99 0.8135 7.333
PEMAE(ours) 0.0159 32.64 0.9408 4.356 0.0154 34.11 0.8350 2.865 0.0128 34.89 0.8759 2.161 0.0197 31.38 0.8652 6.235
TABLE IV

COMPARISON RESULTS WITH SOTA METHODS AT FULL RESOLUTION. COLOR CONVENTION: THE BEST AND SECOND BEST AMONG ALL ALGORITHMS.
J: LOWER IS BETTER. 1: HIGHER IS BETTER

WorldView-2 WorldView-3 IKONOS GaoFen-1

Model

QNRT Dx| Dsl Dol QNRT Dyl Dsl Dpl QNRT Dyl Dsl D, QNR?T Dyl Dgsl Dyl
Brovey [70] 0.7544  0.1051 0.1611 0.2431  0.7397  0.1033  0.1795 0.3094 0.5464 0.2383  0.2969 0.2466  0.4707 02104 0.4164 0.3609
IHS [10] 0.7359  0.1175 0.1740  0.2798  0.6995 0.1206 02133  0.3431  0.5172  0.2626  0.3150 0.2554  0.4461 02332 04352 0.3835
SFIM [13] 0.7614  0.1063  0.1546  0.1966  0.7603  0.1175 0.1493  0.2128 0.6387  0.1842 0.2320 0.1698  0.6274  0.1803 0.2472  0.1302
GS [71] 0.7938  0.0752 0.1468 0.2328  0.7488  0.0857 0.1886 0.2993 0.6717 0.1415 0.2293  0.1885 0.5222  0.1560 0.3903  0.3478
MTF-GLP-HPM [62]  0.7522  0.1166  0.1548  0.2222  0.7450  0.1245  0.1593  0.2376  0.6267  0.1970  0.2340  0.1969  0.5424  0.2159  0.3247  0.2593
GSA [12] 0.7497  0.0935 0.1789 0.2338  0.7179  0.1040 0.2082 0.2898  0.6906  0.1345 0.2125 0.1713  0.5768  0.1601 0.3256  0.2610
CNMF [61] 0.7186  0.1211  0.1906  0.2975 0.7081  0.1296 0.1946 03241  0.7089  0.1415 0.1835 0.1741  0.6528  0.1400 0.2452  0.1951
TV [17] 0.8848  0.0665 0.0526  0.1370  0.8624  0.0649 0.0769 0.1854  0.7920  0.0871 0.1349 0.1630  0.5398  0.2055 0.3368 0.1812
FE-HPM [18] 0.7490  0.1150 0.1604 0.1510  0.7409  0.1242  0.1642  0.1799  0.6205  0.1942 02449  0.1429  0.5063 02139 0.3746  0.2040
PanNet [26] 0.8525  0.0556 0.0983 0.1027  0.8501  0.0609 0.0993 0.1799 0.8077 0.0824 0.1218 0.0857 0.7428  0.1258 0.1519  0.0155
FusionNet [63] 0.8124  0.0671  0.1320 0.1847 0.8573  0.0520 0.0974 0.2325 0.7889  0.0888 0.1377 0.1125 0.7945 0.1056 0.1113  0.0426
GPPNN [29] 0.7922  0.0786 0.1453 0.2745 0.8197 0.0839 0.1084 03022 0.7523 0.1171 0.1576  0.1573  0.8013  0.0980 0.1114  0.0970
MDCUN [66] 0.8326  0.0594 0.1169 0.1673  0.8438  0.0579 0.1077 02224 0.7788  0.0963 0.1436  0.1199 0.7716  0.1161  0.1281  0.0289
PGCU [31] 0.6205 0.2489  0.1947 0.3103  0.6764 0.2182 0.1441 03257 0.6658  0.1841 0.1984 02141  0.8055 0.0960 0.1119  0.1084
S2DBPN [67] 0.8257 0.0596 0.1236  0.1735 0.7880  0.0705 0.1584 0.2309 0.7137 0.1286 0.1930 0.1119 0.7721  0.1187 0.1245  0.0061
UAPN-B [68] 0.7705  0.0892 0.1573 0.1771  0.8054 0.0865 0.1226 0.1452  0.6644  0.1715 0.1989 0.0451  0.6996  0.1271  0.2004  0.0056
UTSN [69] 0.8121  0.0714 0.1296  0.2830 0.8102 0.0836 0.1222  0.3231  0.7667  0.1103  0.1497 0.1719  0.8172  0.1053  0.0866  0.1551
Pan-Mamba [64] 0.7902  0.1020  0.1307 0.2738  0.8674  0.0556 0.0835 0.2673  0.8276  0.0922 0.0936  0.2253  0.7211  0.1032  0.1982  0.2748
Z-PNN [50] 0.7985  0.1194 0.0975 0.2102 0.7819  0.1209 0.1140 0.3595 0.7630  0.1052 0.1515 03111 0.6414 0.1224 0.2772  0.2354
A-PNN [53] 0.7858  0.1076  0.1205 0.2047  0.8282  0.0943  0.0920 0.3117 0.6761 0.1863 0.1809 0.3260 0.7741  0.0934  0.1523  0.2959
PEMAE(ours) 0.8782 0.0456  0.0800  0.1408 0.8962 0.0375  0.0694  0.2006 0.8168 0.0769  0.1189  0.1372 0.7373 0.1102  0.1712  0.0654

TABLE V

GENERALIZATION COMPARISON WITH SOTA METHODS AT FULL RESOLUTION. COLOR CONVENTION: THE BEST AND SECOND BEST AMONG ALL
ALGORITHMS. |: LOWER IS BETTER. 1: HIGHER IS BETTER

WorldView-2 — WorldView-3

WorldView-3 — IKONOS

IKONOS — GaoFen-1

GaoFen-1 — WorldView-2

Model

QNRT  Dx{ Dsl Dpl QNRT Dyx] Dsl Dyl QNRT Dyl Dsl Dyl QNRT Dyl Dsl Dyl
PanNet [26] 0.8568  0.0536  0.0989 0.8568  0.6320 02216 0.2020 02957  0.6954  0.1145 0.2165 0.1168  0.7333  0.0696 0.2162  0.0238
FusionNet [63] 0.7989  0.0734  0.1455 0.7989  0.7061  0.1685 0.1605 02434  0.6645 0.1279 02419 0.2302  0.7013  0.0638  0.2570  0.0768
GPPNN [29] 0.7726  0.0901 0.1613  0.7726  0.6331 02036 0.2165 02892  0.6816  0.1141  0.2327 0.2532  0.7617  0.0672 0.1847 0.2129
MDCUN [66] 0.7746  0.0893 0.1566 0.7746  0.5730  0.2673 0.2351 02229  0.7484  0.1047 0.1662 0.0965 0.7748  0.0694 0.1709  0.0542
PGCU [31] 0.6501  0.1979 02032 0.6501  0.6298  0.2659  0.1452 02752  0.4654 0.2485 04201 0.3930 0.7375 0.0762 0.2074  0.0612
S2DBPN [67] 0.8500  0.0460  0.1103  0.8500  0.5531  0.2296 0.3051 0.2463  0.6366  0.1287  0.2737 0.1963  0.7532  0.0710  0.1918  0.0306
UAPN-B [68] 0.7474  0.0990 0.1771  0.7474  0.7226  0.1584  0.1487 0.1113  0.6771  0.2076  0.1474  0.0259  0.7039  0.0705 0.2460  0.0003
UTSN [69] 0.7988  0.0851 0.1371 0.7988  0.6734  0.1763  0.1927 03057 0.5802 0.1724 03167 0.3282  0.7200  0.0902 0.2068  0.2630
Pan-Mamba [64]  0.8059  0.0959  0.1237 0.8059 0.6276  0.2380 0.1915 0.3546  0.8045 0.0772  0.1283  0.1039  0.7540  0.0860 0.1808  0.0862
Z-PNN [50] 0.6631 02115 0.1808 0.6631  0.5044  0.3523 0.2393 03544 04602 0.2717 0.3762 0.3187 0.7295 0.1356  0.1692  0.1937
A-PNN [53] 0.6752 02042 0.1718 0.6752 0.5310 0.3576 0.1830 03874  0.6135 0.2477 0.1883 0.2185 0.6723  0.1831 0.1849  0.3017
PEMAE( (ours) 0.8782  0.0456  0.0800 0.8400  0.7797  0.1267 0.1115  0.1350  0.7486  0.1099 0.1607 0.1676  0.7365  0.1203  0.1686  0.1807

where s is the scale factor from high to low resolution
(typically, the value of s is 4).
5) The QNR metric can be used when the ground-truth
image is not available for comparison. It measures both

the spectral and spatial distortion of the predicted image.
The QNR is given by

QNR = (1 — D))*(1 — Ds)f

(20)
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Fig. 9. Visual comparison on WorldView-3 at full resolution. The bright rectangular box represents the area zoomed in for display.

where o and S are two coefficients (usually set to
1). Dy and Dg measure spectral and spatial distortion,
respectively. They are defined as

1 C
by=\ce-n ;FIZ;#

x| 0(AA)) - 0(B.B;) "] @D
1< é
D=z llea.pm-o®.p)") @
i=1

where p and g serve as coefficients to emphasize
weights of distorted pixels (usually set to 1). In D) and
Dg, A and B represent the estimated HRMS and the
LRMS, respectively. P and P represent the PAN image
and the scaled version of PAN to match the resolution of
LRMS, respectively. Q(-, -) is the Q index to calculate
the dissimilarities between two images, and it is defined
as

4O—xyﬂxﬂy
(02 +03) (13 +13)

Qx.y) = (23)

in which oy, denotes the covariance between x and y;
fe and juy calculate the means; and o7 and o are the
variances of x and y, respectively.
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Fig. 10. Visual comparison on GaoFen-1 at full resolution. The bright rectangular box represents the area zoomed in for display.

6) The correlation distortion index D, measures the spatial
consistency between the pansharpened image and the
PAN at full resolution. It is defined as

Dp =1-pspn 24)
where p,py; is the average value of the local CCs
between the PAN image P and the pansharpened image

M over space and spectral bands, given by

where X, ., denotes a 0 x o patch of image X centered
at location (x, y). The function corrcoef(-) calculates the
CC between two patches. Pc,xy is the patch of the PAN
image centered at (x, y), and M i , is the corresponding
patch in the ith band of the pansharpened image. The
index D, ranges from O (perfect correlation) to 1 (no
correlation).

V. EXPERIMENTAL RESULTS

1 & This section evaluates the performance of PEMAE by

PoprPmt = E Z HW ZZCOI‘I‘COCf oxys ny)

i=1 x=1 y=I

(25)

comparing it with other SOTA pansharpening methods through
extensive experiments. Furthermore, we investigate other fac-
tors that may affect PEMAE’s performance, e.g., the impact
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Visual comparison of results generated by representative methods to test the generalization capability on the IKONOS satellite at full resolution.

The DL-based models are trained using WorldView-3 data. The bright rectangular box represents the area zoomed in for display.

of scattering count N, and conduct ablation studies to validate
the necessity of components.

A. Reduced-Resolution Assessment

Table II presents the quantitative evaluation results for
all methods on four satellite datasets at reduced resolution.
Our PEMAE model stands out among all DL-based mod-
els, which fully demonstrates the superiority of the method
proposed in this article. Among other models, UTSN [69],
PanNet [26], and Pan-Mamba [64] also achieve comparable
results. Traditional methods are far behind most DL-based
models in terms of reduced-resolution indicators. This find-

ing demonstrates the effectiveness of data-driven methods in
learning the data distribution and leveraging their powerful
feature extraction and fusion capabilities to achieve favor-
able outcomes. On the WorldView-2, WorldView-3, IKONOS,
and GaoFen-1 datasets, PEMAE outperforms the second-best
model by 1.31, 1.03, 1.34, and 0.52 dB in PSNR, respectively.
The improvements demonstrate that PEMAE can effectively fit
data from various satellites, further validating the effectiveness
of the proposed method. Figs. 5 and 6 illustrate the visual
comparison results of representative methods on WorldView-2
and WorldView-3, respectively. Visually, all methods exhibit
excellent fusion performance. However, according to the error
maps, PEMAE exhibits lower reconstruction errors.
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Fig. 12.  Visual comparison of results generated by representative methods to test the generalization capability on the WorldView-2 satellite at full resolution.
The DL-based models are trained using GaoFen-1 data. The bright rectangular box represents the area zoomed in for display.
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Fig. 13. Comparisons on model volume and performance. The computation

of MACs was obtained under the condition of predicting images with four
bands 256 x 256 resolution and a batch of 1. Note that original settings
of S’DBPN [67] encompass ~16 M parameters, which is not fair for
comparisons because all comparable models in this article have <1 M
parameters. Thus, we adjusted the channels of the intermediate layers within
S2DBPN [67], reducing its parameter count to ~1 M. (a) PSNR versus number
of parameters versus MACs. (b) QNR versus number of parameters versus
MAC:s.

Table III presents the generalization testing results across
different satellite datasets at reduced resolution. PEMAE
demonstrates superior performance on the majority of the
indicators, followed by PanNet [26] and Pan-Mamba [64].
In contrast, UTSN [69], which performs well on the trained
satellite, achieves poorer results on new data, indicating its
limited generalization capability. Although the model proposed
in this article did not achieve the best results when generalizing
from WorldView-3 to IKONOS and from IKONOS to GaoFen-
1, it still outperforms most models, such as UTSN [69],
GPPNN [29], and S?’DBPN [67]. Figs. 7 and 8 show the visual
comparison results of representative methods generalizing
from WorldView-2 to WorldView-3 and from WorldView-3
to IKONOS, respectively. It can be observed that when gener-
alizing from WorldView-2 to WorldView-3, due to the similar

IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 62, 2024

spectral characteristics between these two satellites, models
trained on WorldView-2 adapt well to the data distribution of
WorldView-3, with comparable visual effects for all models.
However, when generalizing from WorldView-3 to IKONOS,
where the spectral characteristics change significantly, models,
such as FusionNet [63], GPPNN [29], and PGCU [31], exhibit
substantial errors, indicating their lack of generalization abil-
ity. PEMAE maintains its transferability well in the face of
significant changes in data distribution, which underscores the
strong generalization capability of the method proposed in this
article.

B. Full-Resolution Assessment

The experiments conducted at reduced resolutions primarily
assess the method’s performance on simulated datasets, yet
the method’s applicability to real-world data remains to be
validated. To comprehensively demonstrate the effectiveness of
our approach, this section presents quantitative and qualitative
comparisons using full-resolution satellite imagery.

Table IV presents the quantitative results at full-resolution
evaluation. Table V assesses the generalization performance
at full resolution. For DL-based models, despite achieving
overwhelming results over traditional algorithms at reduced
resolution as shown in Tables II and III, models, such as
PGCU [31], only achieve comparable or even worse results at
full resolution. Conversely, traditional models, such as TV [17]
and FE-HPM [18], significantly outperform DL-based models
on some metrics such as QNR and Dg on the WorldView-2
dataset. Despite the unsupervised methods, Z-PNN and A-PNN
being trained directly at full resolution, they exhibit suboptimal
performance in spectral preservation but achieve relatively
better results in spatial preservation. PEMAE maintains
satisfactory results on most satellites, which indicates that
the proposed model trained with the observational model
presented in this article exhibits excellent generalization
capabilities. However, there exists a slight deficiency on
the Gaofen-1 satellite. We analyze causes as follows. The
Gaofen-1 dataset [6] primarily consists of land covers charac-
terized by low-frequency information, such as oceans, lakes,
and agricultural lands. Previous research [75], [76] has demon-
strated that neural networks exhibit a prior for reconstructing
the low-frequency components. Consequently, it may result
in overfitting when training PEMAE using GaoFen-1 dataset
because of the data characteristics. Thus, PEMAE yields
superior performance at reduced resolution but suboptimal
results at full resolution and in cross-satellite assessments.
In future research, we will further explore the relationship
between dataset distribution and model complexity.

Figs. 9 and 10 display the visual comparison results on the
WorldView-3 and GaoFen-1 datasets, respectively. Figs. 11
and 12 show the visual comparison results when general-
izing from WorldView-3 to IKONOS and from GaoFen-1
to WorldView-2, respectively. Clearly, PEMAE is capable of
preserving more spatial details while avoiding spectral dis-
tortion. Unsupervised learning methods, such as Z-PNN [50]
and A-PNN [53], perform well in preserving spatial details but
are inferior in spectral preservation. This may be attributed
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TABLE VI

ABLATION RESULTS OF INPUTS FOR ENCODER AND DECODER AT REDUCED RESOLUTION. COLOR CONVENTION: THE BEST AND SECOND BEST AMONG
ALL ALGORITHMS. |: LOWER IS BETTER. 1: HIGHER IS BETTER

WorldView-2 WorldView-3 IKONOS GaoFen-1
PAN, LRMST
MAE]  PSNRT cCt ERGAS| MAE| PSNRt cCct ERGAS| MAE| PSNRt cCct ERGAS| MAE| PSNRt cCr ERGAS|
X X 0.0142 33.72 0.9254 4.726 0.0142 34.02 0.9565 3.659 0.0106 36.00 0.9183 2.335 0.0158 34.16 0.8283 2.545
X v 0.0133 33.91 0.9269 4.612 0.0135 34.21 0.9589 3.549 0.0152 34.28 0.8327 2.780 0.0237 31.39 0.6448 3.467
v X 0.0140 33.86 0.9279 4.655 0.0141 34.05 0.9563 3.639 0.0103 36.17 0.9242 2.304 0.0146 34.54 0.8460 2.388
v v 0.0130 34.11 0.9301 4.531 0.0134 34.32 0.9598 3.510 0.0154 34.11 0.8350 2.865 0.0214 32.03 0.6829 3.147
TABLE VII

ABLATION RESULTS OF INPUTS FOR ENCODER AND DECODER AT FULL RESOLUTION. COLOR CONVENTION: THE BEST AND SECOND BEST AMONG
ALL ALGORITHMS. |: LOWER IS BETTER. 1: HIGHER IS BETTER

WorldView-2 WorldView-3 IKONOS GaoFen-1
PAN] LRMSt

QNRT Dyl Dsl Dyl QNRT Dyl Dsl Dyl QNRT Dyl Dsl Dyl QNRT Dyx|{ Dgsl Dyl
X X 0.8826  0.0455 0.0755 0.0953  0.8727 0.0416  0.0890  0.1499  0.7500  0.1606  0.1100  0.1589  0.6261 0.2146  0.2098  0.1799
X v 0.8985  0.0542 0.0505  0.1281 0.9044  0.0411  0.0576  0.2020  0.6265  0.2307 0.2046  0.3077 04412  0.2494 04354 0.5019
v X 0.8988  0.0389  0.0651 0.0844  0.9016  0.0319 0.0686 0.1363  0.7708  0.1298  0.1168  0.1406  0.6441 0.1840 02165 0.1519
v v 0.8889  0.0524  0.0626  0.1358  0.8962  0.0375 0.0694 0.2006  0.7797  0.1267  0.1115  0.1350  0.4447  0.2328 04386 0.4684

to the specially designed loss function that maintains spatial TABLE VIII

structure. Among the compared traditional methods, TV [17] is
the most competitive. PEMAE can produce visual effects com-
parable to or better than those of TV [17], while other models
trained under Wald’s protocol [7] struggle to achieve compa-
rable results. This further illustrates that the method proposed
in this article breaks the limitations of Wald’s protocol [7],
exhibiting excellent performance on both full-resolution and
cross-satellite generalization capabilities.

C. Comparison of Model Size

Fig. 13(a) and (b) illustrates the tradeoffs between the
number of layers L in PEMAE ranging from 1 to 4 and the
corresponding parameter numbers and multiply—accumulate
operations (MACs) [77], [78] against the values of PSNR
and QNR on the WorldView-3 dataset. In terms of model
parameters, PanNet [26], FusionNet [63], PGCU [31], and
Z-PNN [50] are more lightweight, with FusionNet [63] achiev-
ing commendable results. The S’DBPN model possesses
a larger parameter volume, while MDCUN [66] exhibits
higher computational costs. The contrasting performance of
the PGCU [31] model in terms of PSNR and QNR indicates a
deficiency in its generalization capability. PEMAE’s parameter
count and computational load are at a moderate level among
all models, yet its PSNR and QNR values are in the upper
echelons. With an equivalent or even lesser amount of param-
eters, our model outperforms Pan-Mamba [64], S2DBPN [67],
and UAPN [68], which further demonstrates the superiority of
the method proposed in this article.

D. Ablation Study

This section conducts ablation studies on the model’s inputs
and components to verify the necessity of the modifications.
1) Ablation of Model Input: Tables VI and VII present the
results of combination experiments for the optional LRMS%
and PAN| as depicted in Fig. 3(a) at reduced and full

REDUCED-RESOLUTION ABLATION RESULTS OF MODEL COMPONENTS.
COLOR CONVENTION: IMPROVED AND DETERIORATED BOLD INDI-
CATES THE BEST RESULTS. |: LOWER IS BETTER. 1: HIGHER IS

BETTER
Metric
Method
MAE|  Amag PSNRT  Apsag cct Acc ERGAS|  Agrgas
Baseline 0.0134 - 34.3217 - 0.9598 - 3.5103 —
LeakyReLU — ReLU 0.0153  +0.0019  32.9863 —1.3355 09445 —0.0153 4.1061 +0.5958
DCN — Conv 0.0151 +0.0017  33.3343 0.9874  0.9488 0.0110 3.9333 +0.4230
— Cross Attention 0.0154 +0.0020  33.0919 1.2298 0.9452 0.0146 4.0152 +0.5049
+ Positional Embedding ~ 0.0134  +0.0001 34.3209 0.0009 0.9594 0.0004 3.5161 +0.0058
TABLE IX

FULL-RESOLUTION ABLATION RESULTS OF MODEL COMPONENTS.
COLOR CONVENTION: IMPROVED AND DETERIORATED BOLD INDI-
CATES THE BEST RESULTS. |: LOWER IS BETTER. 1: HIGHER IS
BETTER

Metric

Method

QNRT AQNR Dyl Ap, Ds | Apg Dyl Ap,
Baseline 0.8962 = 0.0375 = 0.0694 = 0.2006 =
LeakyReLU — ReLU 0.8630 0.0332  0.0579 +0.0204 0.0853 +0.0159 0.2230 +0.0225
DCN — Conv 0.8666 0.0297  0.0627 +0.0252  0.0769 +0.0075  0.2534 +0.0529
— Cross Attention 0.8596 —0.0366 0.0630 +0.0255 0.0853 +0.0159 0.2464  +0.0458
+ Positional Embedding ~ 0.8966  +0.0003 0.0379  +0.0004  0.0691 -0.0003 0.1979  —0.0027

resolutions, respectively. We applied upsampling to LRMS
and downsampling to PAN to ensure compatibility with
the model’s required input size. The network is trained
using the WorldView-3 dataset and generalized to other sen-
sors. The results indicate that when both LRMS41 and PAN|
are utilized, the best results are achieved at reduced resolu-
tion. This may be attributed to PAN| providing additional
spatial details for the masked LRMS, while LRMS+1 preserves
complete spectral information. The model can effectively
integrate the information provided by both to better fit the
data. However, it is surprising that when both LRMS4 and
PAN| are used, the best results are not obtained at full-
resolution evaluation. The optimal performance is achieved
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()
Visual comparison of model performance under different ensemble numbers N. (a) LRMS. (b) PAN. (c) HRMS (GT). (d) N = 1. (e) N = 4.

Fig. 14.
() N =8.

TABLE X

PARAMETER ANALYSIS OF FOCUSED FACTOR p. BOLD INDICATES THE
BEST RESULTS. |: LOWER IS BETTER. 1: HIGHER IS BETTER

Metric
r MAE]  PSNR? ccr ERGAS] QNR1T Dy)| Dg | D,
2 0.01350 34.23 0.9592 3.544 0.9068  0.0383  0.0579  0.1985
4 0.01347 34.25 0.9588 3.541 0.8995  0.0401  0.0637  0.1929
6 0.01336 34.32 0.9598 3.510 0.8962  0.0375 0.0694  0.2006
8  0.01345 34.30 0.9591 3.515 0.8994  0.0396 0.0643  0.1920
10 0.01343 34.29 0.9595 3.534 0.9049  0.0388  0.0525 0.1973
16  0.01353 34.22 0.9587 3.547 0.9009  0.0392 0.0632  0.1952
32 0.01353 34.25 0.9588 3.510 0.8738  0.0520 0.0797  0.2301

when PAN| is used solely as an additional encoder input,
without LRMS+ as an additional decoder input. This discrep-
ancy may be attributed to the decoder being more heavy, and
when LRMS* is used as decoder input, the model may directly
ignore the features extracted from unmasked features. In this
case, the proposed mask-scatter-ensemble mechanism does not
function at all, which degrades the model to one trained under
Wald’s protocol [7]. Through this experiment, we validated
the effectiveness of the proposed observation model and the
carefully designed reconstruction approach.

2) Ablation of Model Component: Tables VIII and IX
present the ablation studies for components of the model
at reduced and full resolutions, respectively. The following
conclusions can be drawn.

(e)
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TABLE XI

PARAMETER ANALYSIS OF SCATTERING NUMBER N. BOLD INDICATES
THE BEST RESULTS. |: LOWER IS BETTER. 1: HIGHER IS BETTER

Metric

N MAE, PSNRt CCt ERGAS, QNRt Dyl Dsl D,|

wlo scatter  0.01450 3359 09520  3.797  0.8461  0.0847 0.0780 0.1531
wlo ensemble  0.01464  33.60 09516  3.812 08715 00489 00852 0.2280
2 001416 3379 09531 3709  0.9095 00385 0.0548 0.1876

4 001336 3432 09598 3510 08962 0.0375 0.0694 0.2006

6 001342 3429 09595 3520  0.8920 0.0405 00710 02015

8 001443 3354 09534 3817 08612 00677 00777 02148

10 001515  33.16 09471 3971 0.8325  0.0850 0.0918  0.2246

In the linear cross-attention mechanism introduced in
this article, LeakyReLU is superior to ReLU. This is
because LeakyReLU does not produce overly sparse
results, thereby ensuring the diversity of features.

The use of DCN [60] is more advantageous than con-
ventional convolutions, as DCN [60] can dynamically
capture the most relevant local features, which comple-
ments the random masking mechanism proposed in this
article, allowing for more effective reconstruction of the
image from unmasked features.

The cross-attention mechanism is effective compared to
using only self-attention mechanisms, which effectively
fuses information from two modalities.

Positional embedding is negligible for the pansharpening
task, as we observed that the addition of positional
embedding does not significantly alter the model’s per-
formance.

1)

2)

3)

4)
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Fig. 15.

Visualization of decoded features under the ensemble number of 4 and 8. Clearly, when N = 4, the decoded features exhibit subtle differences in

spatial details. However, at N = 8, the features become chaotic, with only the first feature maintaining completeness. The increase in ensembles has introduced
excessive randomness, impeding the model’s capacity to decode the features accurately. (a) Prediction. (b) N = 4 decoded features. (c) Error. (d) N = 4
difference between adjacent features. (e) Prediction. (f) N = 8 decoded features. (g) Error. (h) N = 8 difference between adjacent features.

E. Parameter Analysis

We examine the effects of the two tunable hyperparameters,
including the focused factor p and the number of ensembles
N in the proposed model. When p varies, N is fixed to 4,
and the number of layers L is fixed to 4. When N varies, p is
fixed at 6, and the number of layers L remains constant at 4.

1) Analysis of Focused Factor p: The focused factor p
controls to what extent the features are nonlinearly stretched.
With an appropriate p, the model practically achieves a
more pronounced distinction between similar and dissimilar
query—key pairs, restoring the sharp attention distribution akin
to the original Softmax(-). Table X illustrates the impact
of varying p from 2 to 32 on the model performances.
The metrics show no significant changes, indicating that the
hyperparameter p of the focused linear attention is robust for
the pansharpening task.

2) Analysis of Ensembling Count N: Table XI illustrates the
impact of varying the number of ensembles N from 2 to 10 on
model performance. To further investigate the functionality
of scattering and ensembling, we also conducted experiments
without scattering [omitting fused tokens in Fig. 3(a)] and
without ensemble (setting N = 1). The results indicate that
the optimal performance is achieved when N is 2 or 4. Con-
versely, the least favorable outcomes occur when scattering or
ensembling is not enabled. This suggests that the mask-scatter-
ensemble mechanism proposed in this article effectively
enhances the model performance when N is appropriately set.

Surprisingly, a larger N is not always better. An increase
in N from 6 to 10 does not enhance the model performance

but rather results in a degradation. Fig. 14 presents the
visualizations of prediction on the WorldView-3 dataset for
N = {1, 4, 8}. The minimum reconstruction error is observed
at N = 4, with a noticeable increase as N reaches 8.
To elucidate the cause of this phenomenon, we analyzed the
decoder outputs for N = 4 and N = 8, as depicted in
Fig. 15. The features decoded at N = 4 are presented in
Fig. 15(b), with the differences between adjacent feature maps
illustrated in Fig. 15(d) to emphasize the distinctions between
features. For N = 8, the corresponding decoded features and
adjacent feature differences are displayed in Fig. 15(f) and (h).
Although the features at N = 4 are not markedly distinct
visually, their differences are closely tied to the error maps,
suggesting that diverse scattering schemes reconstruct distinct
spatial details, thereby enabling accurate HRMS estimation
through the ensembling process. This finding corroborates
the effectiveness of the mask-scatter-ensemble mechanism
proposed in this article. In contrast, at N = 8§, the excessive
number of integrations results in significant discrepancies
in decoded features, as evident in Fig. 15(f), where only
the first feature remains effective. This observation suggests
that the model struggles to reconcile the excessive random
embeddings, losing sight of the essential patterns required
for precise reconstruction from masked images, which con-
sequently degrades the model’s performance.

VI. CONCLUSION AND DISCUSSION

In this article, we proposed a PEMAE for multispectral
pansharpening. Our approach leverages masked autoencoder
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to achieve superior performance in both quantitative and
qualitative evaluations. Key contributions of this article include
the novel observation model that considers LRMS as the result
of pixel-wise masking, the scattering mechanism that captures
unique spatial information, and the ensembling of multiple
scatter schemes to obtain more accurate and robust HRMS.
We have also introduced an efficient computational strategy
by introducing a modified linear cross-attention, significantly
reducing computational complexity. Extensive experiments
demonstrated that PEMAE outperforms SOTA methods in
terms of reconstruction accuracy and generalization ability.
In addition, the parameter analysis in this article provided
insights into the influence of different parameters and con-
figurations on the performance of PEMAE.

Future research directions can focus on further exploring
the potential of PEMAE. For instance, investigating alternative
scattering mechanisms and exploring the use of different
loss functions may offer interesting avenues for improving
the performance even further. Moreover, integrating other
advanced DL techniques and architectures can be explored
to enhance the overall capabilities of the proposed method.
On the other hand, the ensemble strategy, which can lead to
an increase in computational costs, may not be the optimal
choice. Paradoxically, a large number of ensembles may lead
to inferior performance. Future research could delve into
alternative approaches to ensemble strategy, e.g., incorporating
uncertainty estimations for pixels at different spatial positions.
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